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Weighted Chernoff Bound Let X,..., X, beindependent 0/1 random variables, each with
a weight 0 < wq,...,w, < 1, and let X be the weighted sum, i.e., X = w1 X1 + ... + w, X,.
For every p > E [X] and every 6 > 0, we have
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Note that the weights have to be at most 1. In every other case, you have to divide X by
the maximum weight. (This also gives you better guarantees for very small weights.)

Simpler Bounds For 0 < é <1, we have
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For § > 1, we have

Sum of Correlated Random Variables The standard prove only shows that the Chernoff
bound holds for independent X;. This assumption can be relaxed in multiple ways to some
stronger form of negative correlation. For example, the bound also holds if we drawn without
replacement, which formally means X7 +...,X,, = 1. These two papers contain helpful bounds:
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