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Motivations

Infer segmentation from multiple videos to extract
their semantic structures:
• Video data is a one of the fastest growing resource

of publicly available data on the web.
• Reason across videos in order to reveal object class

structure and resolve ambiguities caused by
observing only a singe video.

Contributions

• First benchmark dataset for multi-class video
co-segmentation task

• Video segmentation prior based on non-parametric
bayesian spatio-temporal clustering process

• Joint segmentation of videos and learning of shared
appearance models across videos

• Improved performance over video segmentation[2]
and image co-segmentation[1] baselines

References

[1] A. Joulin, F. Bach, and J. Ponce. Multi-class
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Data & Source

Dataset and source code available at:
http://scalable.mpi-inf.mpg.de/

Proposed Method

metaphor between
HDP … videos

restaurant franchise shared menu of dishes restaurants tables customers

set of videos object classes videos object instances superpixels

We propose global appearance classes to reason across multiple videos as well as a video segmentation prior to
model contiguous segments of coherent motion based on distance dependent Chinese Restaurant Process(CRP).

ddCRP Video Segmentation Prior

Encourage to cluster nearby superpixels with similar motions for
contiguous segments in spatio-temporal & motion domains.
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Generative Multi-Video Model

Multiple global object classes with di�erent appearance models
shared across videos + unknown number of object instances for
each video ∆ modeled by Hierarchical Dirichlet Process (HDP)
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Benchmark

New Multi-Object Video Co-Segmentation (MOViCS) challenge on consumer videos collected from Youtube. The
dataset has 4 di�erent video sets including 11 videos with 514 frames in total. 5 frames per video are equidistantly
sampled to provide ground truth annotations.

Experimental Results

• Evaluation metric: find for each object class a set
of segments that coincide with object instances in
video frames.

• Quantified by intersection-over-union metric
with/without over-segmentation.
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over-segmentation VCS(Ours) ICS[1] VS[2]*
No 48.75% 17.25% 26.67%
Yes 64.1% 33.91% 41.28%

*VS baseline doesn’t do inference across video but benefit from groundtruth

• Outperform recent image co-segmentation (ICS)[1]
and video segmentation (VS)[2] approaches

• Analysis of improvement due to joint inference
across all videos and learning a global object class
model (3.15% better on average)

Multi-Class Video Co-Segmentation with a Generative Multi-Video Model

Wei-Chen Chiu and Mario Fritz
Max Planck Institute for Informatics, Saarbrücken, Germany

{walon, mfritz}@mpi-inf.mpg.de

Motivations

Infer segmentation from multiple videos to extract
their semantic structures:
• Video data is a one of the fastest growing resource

of publicly available data on the web.
• Reason across videos in order to reveal object class

structure and resolve ambiguities caused by
observing only a singe video.

Contributions

• First benchmark dataset for multi-class video
co-segmentation task

• Video segmentation prior based on non-parametric
bayesian spatio-temporal clustering process

• Joint segmentation of videos and learning of shared
appearance models across videos

• Improved performance over video segmentation[2]
and image co-segmentation[1] baselines

References

[1] A. Joulin, F. Bach, and J. Ponce. Multi-class
cosegmentation. In CVPR, 2012.

[2] P. Ochs and T. Brox. Object segmentation in video: a
hierarchical variational approach for turning point
trajectories into dense regions. In ICCV, 2011.

Data & Source

Dataset and source code available at:
http://scalable.mpi-inf.mpg.de/

Proposed Method

metaphor between
HDP … videos

restaurant franchise shared menu of dishes restaurants tables customers

set of videos object classes videos object instances superpixels

We propose global appearance classes to reason across multiple videos as well as a video segmentation prior to
model contiguous segments of coherent motion based on distance dependent Chinese Restaurant Process(CRP).

ddCRP Video Segmentation Prior

Encourage to cluster nearby superpixels with similar motions for
contiguous segments in spatio-temporal & motion domains.

p(c
i

= j|D, f, –) Ã
Y
___________]

___________[

f (d
ij

) j ”= i

– j = i

(1)

Generative Multi-Video Model

Multiple global object classes with di�erent appearance models
shared across videos + unknown number of object instances for
each video ∆ modeled by Hierarchical Dirichlet Process (HDP)
1 For each superpixel i

v

in video v, draw assignment c

i

v

≥
ddCRP(D, f, –) to object instance

2 For each object instance t

v

in video v, draw assignment k

t

v

≥
CRP(“) to object class

3 For each object class k, draw parameters „

k

≥ G0

4 For each superpixel i

v

in video v, draw observed feature
x

i

v

≥ P (·|„
z

i

v

), where z

i

v

= k

t

i

v

the class assignment for i

v

.

Benchmark

New Multi-Object Video Co-Segmentation (MOViCS) challenge on consumer videos collected from Youtube. The
dataset has 4 di�erent video sets including 11 videos with 514 frames in total. 5 frames per video are equidistantly
sampled to provide ground truth annotations.

Experimental Results

• Evaluation metric: find for each object class a set
of segments that coincide with object instances in
video frames.

• Quantified by intersection-over-union metric
with/without over-segmentation.

(chicken, turtle) (zebra, lion) (giraffe, elephant) (tiger)
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
For Cosegmenation in Each Video Set

int
ers

ect
ion

−ov
er−

un
ion

 (P
AS

CA
L)

 

 
VCS
ICS
VS

(chicken, turtle) (zebra, lion) (giraffe, elephant) (tiger)
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
For Each Video Set with Over−segmentation

inte
rse

ctio
n−o

ver
−un

ion
 (P

AS
CA

L)

 

 
VCS
ICS
VS

over-segmentation VCS(Ours) ICS[1] VS[2]*
No 48.75% 17.25% 26.67%
Yes 64.1% 33.91% 41.28%

*VS baseline doesn’t do inference across video but benefit from groundtruth

• Outperform recent image co-segmentation (ICS)[1]
and video segmentation (VS)[2] approaches

• Analysis of improvement due to joint inference
across all videos and learning a global object class
model (3.15% better on average)

Object Disambiguation for Augmented Reality Applications 
Wei-Chen Chiu1, Gregory Johnson2, Dan McCulley2, Oliver Grau2, Mario Fritz1 

Max Planck Institute for Informatics1, Intel Corporation2	
  

Goals   

2D Object Detection

We evaluate on different 2D detectors, including 
linemod2D, cascade detectors with Haar, HoG or LBP 
features, and extended deformable part based model 
(DPM) with LAB color features.
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Approach 

•  Based on the SLAM and the 2D object detector, we 
reproject the detections back to 3D and temporally 
accumulate them into point clouds. 

•  We acquire the prior knowledge of the 3D machine layout 
that specifies the relative locations of each part. 

•  We apply the RANSAC to iteratively estimate the 
geometric transformation M between 3D layout with N 
objects gn and the observed detections d w.r.t deformation 
of the layout, object appearance, expectation of viewpoints 
and scales, as well as amount of matched objects.  

Object Disambiguation


3D machine layout of parts

input video frame

sparse 3D from SLAM

temporal accumulation 
and reprojection to 3D

model 
matching

AR overlay

2D object detections

SLAM 
Track

•  Robust monocular object recognition and identification system that 
leverages 3D contextual information. 

•  Augmented Reality application for guided maintenance to 
disambiguate potentially repetitive machine parts. 
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Benchmark 
•  We propose the first benchmark for an object disambiguation that is 

composed of an annotated dataset. 
•  Composed of 14 videos with different viewing scenarios on 4 

machines with 13 partially shared components. In total 249 frames 
with 6244 parts are annotated by bounding boxes and unique identities. 
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We seek a monocular system that operates markerless and exploits state-of-the art object detectors in order to disambiguate 
objects as parts of a machine. For disambiguating we fuse the object detector output with a SLAM system that allows us 
resolve ambiguities by reasoning over spatial context.
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Figure 2: Visualization of the distribution for viewpoints in each machine. The red cameras
are from the testing videos while the blue ones are from the training sets. The coordinate
system is based on the 3D machine layout.

Pgn and Pdn denotes the 3D coordinate of gn and dn, while Adn is the detection score of
the match dn. The indicator variable dn is for handling the non-matched machine parts,
where dn = 1 if

��M̄(Pgn)�Pdn

�� smaller than a threshold e , and dn = 0 otherwise. The 3D
transformation M(·) includes the scale factor s, rotation matrix composed of three rotation
angles {a,b ,g} and also a translation vector t. From the training videos of each machine, we
compute the distribution of the scale factors and the rotation angles to get their mean µ and
standard deviations s . In the energy terms for both scale Escale and the viewpoint Eviewpoint ,
we hard-constraint the scale factor s̄ and rotation angles x̄,8x = {a,b ,g} extracted from
estimate 3D transformation M̄ to be within 2 times of standard deviation from the mean.
Figure 2 shows the viewpoints of training (blue) and testing (red) in the coordinate system
of the machine layout.

In order to minimize the objective, we follow a RANSAC [8] pipeline by randomly
selecting candidate alignments between the detections and the machine layout which results
in an initial geometric transformation. According to this initial fitting, we iteratively refine
the estimate [2] and re-associate the transformed groundtruth points to the closest detection
points.

4 Experiments
We propose the first benchmark for an object disambiguation task in maintenance work that
is composed of an annotated dataset as well as a metric that approximates human judgement.
Furthermore, we evaluate our proposed model as well as its components.

4.1 Object Disambigutation DataSet (ObDiDaS)

We present the first annotated dataset that allows to quantify performance on a object dis-
ambiguation task as it frequently occurs in augmented reality settings and assistance for
maintenance work. The dataset captures 4 machines composed of 13 components. Each
machine is built of a subset of these potentially repeating components that occur in differ-
ent spatial arrangements. We provide 14 videos with different viewing scenarios. For each
videos we provide human annotation on every 60 frames (at 30fps), with in total 249 frames
annotated and 6244 object annotations that specify the type as well as a unique identity. We
take one video per machine as testing set and the rest is used for training. Examples are
shown in the Figure 3. There are various types of difficulties in this dataset, including the
wide changes in viewing angles of different object classes, occlusions and motion blur in
the videos, reflective surfaces. The dataset allows studies of machine part detection and dis-
ambiguation, combination of 2D and and 3D cues based on monocular input, generalization
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Abstract

The broad deployment of wearable camera technology in the foreseeable
future offers new opportunities for augmented reality applications rang-
ing from consumer (e.g. games) to professional (e.g. assistance). In
order to span this wide scope of use cases, a markerless object detection
and disambiguation technology is needed that is robust and can be easily
adapted to new scenarios. Further, standardized benchmarking data and
performance metrics are needed to establish the relative success rates of
different detection and disambiguation methods designed for augmented
reality applications.

Here, we propose a novel object recognition system that fuses state-
of-the-art 2D detection with 3D context. We focus on assisting a main-
tenance worker by providing an augmented reality overlay that identifies
and disambiguates potentially repetitive machine parts. In addition, we
provide an annotated dataset that can be used to quantify the success rate
of a variety of 2D and 3D systems for object detection and disambigua-
tion. Finally, we evaluate several performance metrics for object disam-
biguation relative to the baseline success rate of a human.

Method

We seek a monocular system that operates markerless and exploits state-
of-the-art object detectors in order to disambiguates objects as parts of a
machine. Figure 1 shows an overview of our system.

We use the sparse 3D information generated by the SLAM system[1]
in order to reproject the 2D object detections[2] to 3D. As all preceding
frames are connected by SLAM track, we accumulate the reprojected 2D
object detections over time. In addition to 3D detection clouds, we also
require a 3D machine layout that specifies the relative locations of each
object. Such description are often provided by the machine specifications,
but it doesn’t have to be metric or a complete model in our method, which
provides easy deployment and adaptation to new scenarios.

In order to match the 3D layout with N objects g

n

to the observed
detections d, we define an energy function that is taking into account the
object appearance (E

appearance

), deformation of the layout (E
de f ormation

),
scale (E

scale

), viewpoint (E
viewpoint

) as well as amount of matched ob-
jects (optional part in the deformation energy). The energy on scale and
viewpoint capture an expectation of typical viewpoints the machine is
viewed in. We seek the best match by finding an assignment of detections
d1, . . . ,dN

as well as a projection matrix M so that the following objective:

argmin
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Figure 1: Overview of our system for object disambiguation.

Figure 2: Example results. First row are for the groundtruh of each ma-
chine. Second row are the corresponding results from our method.

In order to minimize the objective, we follow a RANSAC pipeline by
randomly selecting candidate alignments between the detections and the
machine layout which results in an initial geometric transformation.

Experiments

In order to evaluate our approach, we propose the first benchmark for an
object disambiguation task in maintenance work that is composed of an
annotated dataset. Furthermore, instead of using traditional Pascal met-
ric, we are interested in a metric that captures the object disambiguation
performance of a human if provided with the produced overlay. There-
fore we propose a set of candidate metrics and then evaluate which one
is closest to actual human judgement on the task. Our proposed metric
gives a more realistic estimate of the system performance than a tradi-
tional Pascal object detection metric that consistently underestimates the
system performance. Figure 2 shows example results of our system in
comparison to the groundtruth annotations.
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Abstract

The broad deployment of wearable camera technology in the foreseeable
future offers new opportunities for augmented reality applications rang-
ing from consumer (e.g. games) to professional (e.g. assistance). In
order to span this wide scope of use cases, a markerless object detection
and disambiguation technology is needed that is robust and can be easily
adapted to new scenarios. Further, standardized benchmarking data and
performance metrics are needed to establish the relative success rates of
different detection and disambiguation methods designed for augmented
reality applications.

Here, we propose a novel object recognition system that fuses state-
of-the-art 2D detection with 3D context. We focus on assisting a main-
tenance worker by providing an augmented reality overlay that identifies
and disambiguates potentially repetitive machine parts. In addition, we
provide an annotated dataset that can be used to quantify the success rate
of a variety of 2D and 3D systems for object detection and disambigua-
tion. Finally, we evaluate several performance metrics for object disam-
biguation relative to the baseline success rate of a human.

Method

We seek a monocular system that operates markerless and exploits state-
of-the-art object detectors in order to disambiguates objects as parts of a
machine. Figure 1 shows an overview of our system.

We use the sparse 3D information generated by the SLAM system[1]
in order to reproject the 2D object detections[2] to 3D. As all preceding
frames are connected by SLAM track, we accumulate the reprojected 2D
object detections over time. In addition to 3D detection clouds, we also
require a 3D machine layout that specifies the relative locations of each
object. Such description are often provided by the machine specifications,
but it doesn’t have to be metric or a complete model in our method, which
provides easy deployment and adaptation to new scenarios.

In order to match the 3D layout with N objects g

n

to the observed
detections d, we define an energy function that is taking into account the
object appearance (E

appearance

), deformation of the layout (E
de f ormation

),
scale (E

scale

), viewpoint (E
viewpoint

) as well as amount of matched ob-
jects (optional part in the deformation energy). The energy on scale and
viewpoint capture an expectation of typical viewpoints the machine is
viewed in. We seek the best match by finding an assignment of detections
d1, . . . ,dN

as well as a projection matrix M so that the following objective:
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their distributions learnt from the training videos.
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Figure 1: Overview of our system for object disambiguation.

Figure 2: Example results. First row are for the groundtruh of each ma-
chine. Second row are the corresponding results from our method.

In order to minimize the objective, we follow a RANSAC pipeline by
randomly selecting candidate alignments between the detections and the
machine layout which results in an initial geometric transformation.

Experiments

In order to evaluate our approach, we propose the first benchmark for an
object disambiguation task in maintenance work that is composed of an
annotated dataset. Furthermore, instead of using traditional Pascal met-
ric, we are interested in a metric that captures the object disambiguation
performance of a human if provided with the produced overlay. There-
fore we propose a set of candidate metrics and then evaluate which one
is closest to actual human judgement on the task. Our proposed metric
gives a more realistic estimate of the system performance than a tradi-
tional Pascal object detection metric that consistently underestimates the
system performance. Figure 2 shows example results of our system in
comparison to the groundtruth annotations.
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Abstract

The broad deployment of wearable camera technology in the foreseeable
future offers new opportunities for augmented reality applications rang-
ing from consumer (e.g. games) to professional (e.g. assistance). In
order to span this wide scope of use cases, a markerless object detection
and disambiguation technology is needed that is robust and can be easily
adapted to new scenarios. Further, standardized benchmarking data and
performance metrics are needed to establish the relative success rates of
different detection and disambiguation methods designed for augmented
reality applications.

Here, we propose a novel object recognition system that fuses state-
of-the-art 2D detection with 3D context. We focus on assisting a main-
tenance worker by providing an augmented reality overlay that identifies
and disambiguates potentially repetitive machine parts. In addition, we
provide an annotated dataset that can be used to quantify the success rate
of a variety of 2D and 3D systems for object detection and disambigua-
tion. Finally, we evaluate several performance metrics for object disam-
biguation relative to the baseline success rate of a human.

Method

We seek a monocular system that operates markerless and exploits state-
of-the-art object detectors in order to disambiguates objects as parts of a
machine. Figure 1 shows an overview of our system.

We use the sparse 3D information generated by the SLAM system[1]
in order to reproject the 2D object detections[2] to 3D. As all preceding
frames are connected by SLAM track, we accumulate the reprojected 2D
object detections over time. In addition to 3D detection clouds, we also
require a 3D machine layout that specifies the relative locations of each
object. Such description are often provided by the machine specifications,
but it doesn’t have to be metric or a complete model in our method, which
provides easy deployment and adaptation to new scenarios.

In order to match the 3D layout with N objects g

n

to the observed
detections d, we define an energy function that is taking into account the
object appearance (E

appearance

), deformation of the layout (E
de f ormation

),
scale (E

scale

), viewpoint (E
viewpoint

) as well as amount of matched ob-
jects (optional part in the deformation energy). The energy on scale and
viewpoint capture an expectation of typical viewpoints the machine is
viewed in. We seek the best match by finding an assignment of detections
d1, . . . ,dN

as well as a projection matrix M so that the following objective:
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Figure 1: Overview of our system for object disambiguation.

Figure 2: Example results. First row are for the groundtruh of each ma-
chine. Second row are the corresponding results from our method.

In order to minimize the objective, we follow a RANSAC pipeline by
randomly selecting candidate alignments between the detections and the
machine layout which results in an initial geometric transformation.

Experiments

In order to evaluate our approach, we propose the first benchmark for an
object disambiguation task in maintenance work that is composed of an
annotated dataset. Furthermore, instead of using traditional Pascal met-
ric, we are interested in a metric that captures the object disambiguation
performance of a human if provided with the produced overlay. There-
fore we propose a set of candidate metrics and then evaluate which one
is closest to actual human judgement on the task. Our proposed metric
gives a more realistic estimate of the system performance than a tradi-
tional Pascal object detection metric that consistently underestimates the
system performance. Figure 2 shows example results of our system in
comparison to the groundtruth annotations.
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Multi-Class Video Co-Segmentation with a Generative Multi-Video Model
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Motivations

Infer segmentation from multiple videos to extract
their semantic structures:
• Video data is a one of the fastest growing resource

of publicly available data on the web.
• Reason across videos in order to reveal object class

structure and resolve ambiguities caused by
observing only a singe video.

Contributions

• First benchmark dataset for multi-class video
co-segmentation task

• Video segmentation prior based on non-parametric
bayesian spatio-temporal clustering process

• Joint segmentation of videos and learning of shared
appearance models across videos

• Improved performance over video segmentation[2]
and image co-segmentation[1] baselines
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Data & Source

Dataset and source code available at:
http://scalable.mpi-inf.mpg.de/

Proposed Method

metaphor between
HDP … videos

restaurant franchise shared menu of dishes restaurants tables customers

set of videos object classes videos object instances superpixels

We propose global appearance classes to reason across multiple videos as well as a video segmentation prior to
model contiguous segments of coherent motion based on distance dependent Chinese Restaurant Process(CRP).

ddCRP Video Segmentation Prior

Encourage to cluster nearby superpixels with similar motions for
contiguous segments in spatio-temporal & motion domains.
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Generative Multi-Video Model

Multiple global object classes with di�erent appearance models
shared across videos + unknown number of object instances for
each video ∆ modeled by Hierarchical Dirichlet Process (HDP)
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Benchmark

New Multi-Object Video Co-Segmentation (MOViCS) challenge on consumer videos collected from Youtube. The
dataset has 4 di�erent video sets including 11 videos with 514 frames in total. 5 frames per video are equidistantly
sampled to provide ground truth annotations.

Experimental Results

• Evaluation metric: find for each object class a set
of segments that coincide with object instances in
video frames.

• Quantified by intersection-over-union metric
with/without over-segmentation.
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over-segmentation VCS(Ours) ICS[1] VS[2]*
No 48.75% 17.25% 26.67%
Yes 64.1% 33.91% 41.28%

*VS baseline doesn’t do inference across video but benefit from groundtruth

• Outperform recent image co-segmentation (ICS)[1]
and video segmentation (VS)[2] approaches

• Analysis of improvement due to joint inference
across all videos and learning a global object class
model (3.15% better on average)

Experimental Results 
For seeking a metric which can capture the object disambiguation 
performance of a human if provided with the produced overlay.  
We investigate different metrics: Pascal, nearest neighbor and  
1-to-1 matching assignments within/across object class labels.
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machine 1 machine 2 machine 3 machine 4 average
Human Judge. 74.12% 100.00% 99.68% 70.57% 86.09%

Pascal 60.92% 98.68% 95.60% 25.10% 70.08%
NN (within) 57.05% 94.76% 88.06% 72.88% 78.19 %
NN (across) 56.07% 91.97% 65.20% 56.84% 67.52 %

1-to-1 (within) 77.55% 99.18% 99.68% 79.25% 88.92%
1-to-1 (across) 74.63% 96.92% 93.10% 72.45% 84.28 %

Table 1: Evaluation of different metrics.

Instead of finding the nearest neighbor with the same object class label, in metric NNacross we
extend to search from all the bounding boxes in Best , we denote the found nearest neighbor
as bNNacross

est . Then the metric NNacross is represented as:

ScoreNNacross =
1
N

N

Â
n=1

rn , where rn =

(
1, C(bn

gt) =C(bNNacross
est ) and I(bn

gt) = I(bNNacross
est )

0, otherwise
(6)

One-to-One (within/across) In comparison to computing the nearest neighbor, we fur-
ther restrict to have one-to-one matching between bn

gt and bm
est and turn it to be a weighted

bipartite matching scenario, where the weights are the dist(bn
gt ,bm

est). We use Hungarian
method [15] to solve this problem. Assume there are in total L object classes shown in this
video frame, for each class l we build up the distance matrix by Bl

gt =
�

bnl
gt |C(bnl

gt) = l
 

and Bl
est =

�
bml

est |C(bml
est) = l

 
. Then for each bnl

gt we have the match bOnel
within

est after applying
Hungarian method. We define the Onewithin metric as:

ScoreOnewithin =
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rnl , where rnl =

(
1, I(bnl

gt) = I(bOnel
within

est )

0, otherwise
(7)

Similar in nearest-neighbor metrics, we can also extend to do the one-to-one matching across
classes. Hence we build up the distance matrix between Bgt and Best . For each bn

gt we have
the match bOneacross

est . and the metric Oneacross is written as:

ScoreOneacross =
1
N

N

Â
n=1

rn , where rn =

(
1, C(bn

gt) =C(bOneacross
est ) and I(bn

gt) = I(bOneacross
est )

0, otherwise
(8)

Evaluation of metrics In Table 1 we compare the proposed metrics to actual human judge-
ment. We use the output of our full model. For the human judgement, we present the pro-
duced overlay to a human observer and assess in how many cases the correct object was
identified. We observe that pascal metric significantly underestimates the system perfor-
mance. We attribute this to an implicit matching that the human observer performs between
the overlay and the observed machine parts. The nearest neighbor metric narrows the gap –
at least for the case of matching within the object types (NNwithin). The closest match to the
true performance is obtained by the one-to-one metric. It takes further into account that the
human observer also makes use of the context in order to align the overlay with the observed
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LINE-MOD Haar cascade HoG cascade LBP cascade color-DPM
avg. precision 10.81% 8.37% 13.38 % 8.90 % 36.73 %

Table 2: Evaluation of 2D object detectors.

machine 1 machine 2 machine 3 machine 4 average
full model 74.63% 96.92% 93.10% 72.45% 84.28 %

no appearance 67.29% 93.32% 64.05% 51.06% 68.93%
no deformation 83.89% 95.05% 61.44% 40.30% 70.17%

no scale constraint 67.29% 98.53% 53.94% 43.57% 65.84%
no viewpoint constraint 38.01% 88.89% 43.04% 10.21% 45.04%
no scale and viewpoint 38.01% 88.89% 43.04% 10.21% 45.04%
no non-matched objects 74.61% 74.16% 64.10% 55.65% 67.13%

Table 3: Evaluation of different model components.

objects. As the “within” variant overestimates the performance we suggest and use the one-
to-one (across) metric in the following experiments. A more detailed analysis of correlation
scores on the individual object level has yielded the same ranking of metrics.

4.3 Evaluation
2D detectors in isolation We compare a range of 2D object recognition/detection algo-
rithms on our new dataset: LINE-MOD2D[11], cascades with haar features [19] or histogram
of gradient features [4] and color-DPM[16]. Table 2 shows average precision scores for the
individual methods averaged across all objects and machines. This evaluation uses the pascal
criterion as it evaluates object detection in isolation. We conclude that the color-DPM model
outperforms the competitors by a large margin on this task. Therefore we will use it as a
object detector throughout our experiments.

Full and partial models on object disambiguation task We evaluate our full model as
well as switching energy terms off one at a time in order to provide further insights. Ta-
ble 3 shows the individual performance numbers of the object disambiguation task (under
the one-to-one-across metric), Figure 5 shows example results of our system in compari-
son to the groundtruth annotations and Figure 4 illustrates the effect on the output if parts
of the matching energy are not used. We observe the most dramatic drop in performance
if the viewpoint and scale constraints are not used, which results in a performance drop of
almost 40%. The corresponding visualizations show that disabling this part of our model
leads to estimates that exhibit a strong camera roll or suggest a fit beyond working distance.
Appearance and the model deformation seem roughly equally important and both boost the
performance by over 10%. Also our explicit treatment of non-matched objects is similarly
important. Effects can again be observed in Figure 4 where a mismatch caused by a partial
visible machine is remedied by the full model.

While our full model shows strong performance on machine 2 and 3, there is still a need
for improvement on the other two. We attribute the missing performance to reflective sur-
faces (mirror in the back) that cause problems to the SLAM and detection system, complex
3D structure of machine layout, weak evidence from detector for certain objects and back-
ground clutter.
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(a) (b) (c)

(d) (e) (f)

Figure 4: Top figure shows output of full model; result in bottom figure has a particu-
lar energy switched off (a)with/without appearance term (b)with/without deformation term
(c)with/without non-matched objects handling (d)with/without scale term (a)with/without
viewpoint term (a)with/without scale and viewpoint term

Figure 5: Example results. First row are examples for the groundtruh of each machine.
Second row are the corresponding results from our proposed method.

Ground truth


Results from proposed method


LINE-MOD
Haar

cascade
HoG

cascade
LBP

cascade
color-DPM

avg. 10.81% 8.37% 13.38 % 8.90 % 36.73 %

Table 1: Evaluation of 2D object detectors.

machine 1 machine 2 machine 3 machine 4 average

full model 74.63% 96.92% 93.10% 72.45% 84.28 %

no appearance 67.29% 93.32% 64.05% 51.06% 68.93%

no deformation 83.89% 95.05% 61.44% 40.30% 70.17%

no scale 67.29% 98.53% 53.94% 43.57% 65.84%

no viewpoint 38.01% 88.89% 43.04% 10.21% 45.04%

no scale &

no viewpoint

38.01% 88.89% 43.04% 10.21% 45.04%

no non-matched 74.61% 74.16% 64.10% 55.65% 67.13%

Table 2: Evaluation of di↵erent model components.

To solve the eigenpairs of LY = DY � WY , where DY = diag(WY 1), we use
normalized a�nity matrix

W̄Y = D
� 1

2
Y ·WY ·D� 1

2
Y (7)

to get Nsp eigenpairs {(�i,vi)}
Nsp

i=1 , then the eigenpairs of original WY can be
presented by (normalized cut)

{(�i, v̄i)}
Nsp

i=1 where v̄i = D
� 1

2
Y · vi (8)

Let V be the matrix containing the bottom g eigenvectors v̄i as columns, then
we can transfer it back to the eigenvectors on the entire bipartite graph by

f = D�1
X ·B ·V (9)

Finally we just follow the regular spectral clustering procedure to do the kmeans.

2

Object Disambiguation DataSet (ObDiDas) is available at 
http://datasets.d2.mpi-inf.mpg.de/object-disambiguation/  


