L] L] L] L] L] L] L] L] L] L] L] L] L] L] >

. Partdl Part-Il S Partll

- Evaluate KG
. symbolic
" Extract triples 1 representation symbolic query,
. and organize : ) . matching reqd
. (from multimodal 1 °* . '&'
: input) y R Do knowledge
. A | o triple(s) retrieved
1% L 2
4 5 m & " = = s n =u n uu?® ;—_-Nél]r_'a_r_‘l l I {"éymﬁdll“c"ﬂ
' helps g 1! helps i o Task .
\_symbolic -/ | LoomeUral ot i
: 5 decode query

relevant knowledge

Feed Forward Neural Network ~ S621¢

embed symbolic query,
auto matching

neural

representation of
encoded knowledge
RO in.the hidden .|aye.r:s ......... .



Multimodal KGs: NEIL KB

Scene-object relationships mined

Throne is found in Throne room

Leaning tower is found in Pisa 7 Opera house is found in Sydney Bus is found in Bus depot outdoor Camry is found in Pub outdoor

Object-object relationships mined

visual knowledge complements
typical textual KG e.g. “monitor
is expensive”

Monitor is a kind of/looks similar to Desktop computer Sparrow is a kind of/looks similar to bird Basketball net is a part of Backboard

M NEIL: Extracting Visual Knowledge from Web Data, Chen et. al, ICCV 2013 2



(0) Seed Images

NEIL KB: Approach

Desktop C Monit Keyboard Television

(1)i“ (1)-- (1)'_'__5__\ (1)Dm

Desktop Computer

Monitor

Keyboard

(2) im ll___\ (2) __ﬁ___\ (2) - l____: L) >~ B _

|(3>‘i 5 |(3>¥ - -(3)'~s~.' '.(3)-7

(2) Train Detectors —
(1) Visual Cluster
Discovery ; i
(Section 3.1) i ey

NEIL: Extracting Visual Knowledge from Web Data, Chen et. al, ICCV 2013



visual attributes complement

typical textual KG attributes VISU8| Genome

AttrikD’ Relationships

zebra head is Striped leg of a zebra

zebra hair is Striped zebra sniffing
wooden fenceisOld  87°Und

zebra hair ON zebra
shadow ON ground ]

belly ON zebra

zebra is female A

1\ SLALRLY

RS
m;\\\\\\w

black zebra is Black --

\ ——
l-h\\\\‘ g
e SSK 7 e

| )

black zebra is white

dirt field is dirt zebra IN corral
zebra is black zebra casting
shadow

EERIR e black zebra walking

i
|
!

white zebra is white through dirt
white zebra is black zebra standing in
dirt

stripes is black

Question Answers

When does the scene occur? Daytime. similar to relationships in NEIL
What kind of animal is this? A zebra.

Where are the shadows? On the ground.

How many zebras are there? One.

What is the ground made of? Dirt.

Visual Genome: Connecting Language and Vision Using Crowdsourced Dense Image Annotations, Krishna et. al, 2016



GB-NET: from scene graphs to CSK graphs

& [ Scene Entity --» Subject Edge
y e C Scene Predicate
0 5] g = --» Object Edge
< rr ey i O Commonsense
? W - N Entity _, Common-
o Commonsense sense Edge
! Predicate
= Lo
: - | w usedFor
— = s o i NI
— ; _':’
= IR EEE
5. = = mannerOf |
has
scene graphs IWomcnI- IHandl '@f ~% Man , | iCdT ) commonsense
PR relatedTo
""" 4

are image b son | graphs are
d ’G' h Id ’ ndmg wearing Y { of ) :
(rl |ng) (o ing : ariOf Image

dependent ; T
I Blke I -IHandl Bike IJackeiI I Hand =0 m independent

Scene Graph Commonsense Graph

\'lGB-NET|/

Bridging Knowledge Graphs to Generate Scene Graphs, Zareian et. al, ECCV 2020




Situation with grounding data: SWiG

Hitting Catching Jumping Kneading

Agent  Tool Victim \?at:tm Place Agent C;:&m Tool Place Agent Source Destination Obstacle Place Item Place
) . . Female Living Kitch
Ballplayer Bat Baseball © Field Bear Fish Mouth River Child Sofa Sofa Q Room itchen

action specific tuples (frames)

Grounded Situation Recognition, Pratt et. al, 2020



. . Part-l
: w;’? Extract triples -
" SR and organize -

Visual commonsense
knowledge

Rich complementary knowledge

Visual vs textual knowledge:

- Visual KG captures unmentioned knwl.
- Might also suffer from reporting bias

Future research directions:

- Extract (interaction) knowledge from videos

- More never-ending approaches like NEIL

Part-II
representation
A [
Nearar | | ~~SyMbolic ™~
helps 1 | I+ helps :
-symbalic. I '“__neural ___

neural

representation of
encoded knowledge

Evaluate KG
symbolic /\

T in-the hidden layers:-----

Part-lll



From Knowledge base construction to Deep learning

] symbolic_ - ——— symbolic query,
Extract triples representation matching reqd
and organize ‘ .
o’ o °
e
°
A knowledge
triple(s) retrieved
T
Task
decode query —

relevant knowledge

Train to fill embed symbolic query,
missing word - auto matching
etc.

neural
representation of
encoded knowledge
in the hidden layers
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inference

text
corpus

training

Tack: o) (2

Conferences make you
want to attend them

5 min tour de Neural Language models

decode

D
T
feed forward
(11—
Jransformer

/‘;‘netuue first architecture

infer later

\ like tutorials

|

f

f

Bidirectional
Encoder

|

P

_ to attend _

f

| like to attend tutorials ,

brot

T

to
A
Plx [ I like)

s
’
’
7
1
1

[Autoregressive }

Decoder

brot

<s> | like

T

to

f

attend

Tack: typing ascist
Ilike (1)
qwe T rtyuiop
asdf gh j kI

& z x cvbnm@&

10



different layers
might capture
different low/high
level aspects such
as texture, color,
shape, size

or emotion, gender

tour de Transformers
transform to a really good hidden representation

6PT
4
DECODER STACK

( ENCODER DECODER

4 4
( ENCODER DECODER

4 4
( ENCODER DECODER

4 L
( ENCODER DECODER

: N 4
( ENCODER DECODER

. 4 &
\L ENCODER DECODER

it T ...............................................

Credit: All the nice Transformer illustrations taken from
http://jalammar.github.io/illustrated-transformer/

11



ENCODER STACK

ENCODER .
| s

ENCODER .
ENCODER ;

\’ ................ 1 ................ : 4

tour de Encoders in transformer

DECODER

transform to a really good hidden representation

J

NCODER #2 k\

)

NCODER#1 /7,

Feed Forward Feed Forward

Neural Network Neural Network

Self-Attention

J

=P

3
x: (I e T 1]

Credit: All the nice Transformer illustrations taken from
http://jalammar.github.io/illustrated-transformer/

12



=

tour de Encoders in transformer
- -
transform to a really good hidden representation

NCODER #2 k\ JJ

Layer:| 5 4| Attention: | Input - Input % |

The_ The_
animal_ animal_
NCODER #1 / \ didn_ didn_
Feed Forward Feed Forward t_ t_
Neural Network Neural Network = =
Cross_ Cross_
the_ the_
street_ street_
because_ because_
it_ it
was_ was_
too_ too_
tire tire
Self-Attention d d
~ F ; -
« LT T xe [T ]
Credit: All the nice Transformer illustrations taken from 13

http://jalammar.github.io/illustrated-transformer/



=

A

ENCODER STACK

ENCODER

DECODER STACK

! DECODER

J

ENCODER J DECODER
L )
( ENCODER ] DECODER
o
EMBEDDING
WITH TIME (1111 [(ITT] (ITT]
SIGNAL
EMBEDDINGS LITT] [ITTT1] [IITT1T]
PEIrs Soes ¥ T RGP | e

tour de Encoders in transformer
transform to a really good hidden representation

Decoding time step:@Z 3456

1

Linear + Softmax

(

T

\— @ )

14



inference

text
corpus

training

(de) tour de models

current state of the art models: TS5 (encoder + decoder architecture) and GPT3

Tack: o) (2

Conferences make you
want to attend them

‘-;T coftmax

[

feed forward

I 11—

/‘;‘netuue first

infer later

\
1
1

like

f

decode

Jransformer

architecture

tutorials

f

|

Bidirectional
Encoder

|

P

_ to attend _

| like to attend tutorials //’,

brot

T

to
A
Plx [ I like)

f

Autoregressive }

{ Decoder

brot

<s> | like

T

to

f

attend

Tack: typing ascist
Ilike (1)
qgqwer r tyuiop

asdf gh j kI

& z x cvbnm@&
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1 of 4 : concept knowledge in neural LMs @

untuned model® is
not great

Tokens: [CLS] everyone knows that a bear has [MASK] . [SEP]

All Results:

[
2:

3
4
5
6

teeth - 34.521595%
fangs - 15.836702%

s wings - 5.113015%
:horns - 4.042341%
: claws - 3.797797%
: eyes - 3.060219%
tlegs - 2.741149%

: fur - 1.653655%
rears - 1.173016%

[3] Bar llan demo., as of 2021 :

link

tuned model* is
much better (like with
any neural LM)

Human ROBERTA-L
Context Response PF | Response pjy
Everyone fur 27 teeth 36
knows that a claws 15 claws 18
bear has teeth 11 eyes 05
cubs 7 ears 03
paws ! horns 02

LD

[4] Weir et al., 2020
[5] Forbes et al., 2019

low correlation with human elicit
properties but are coherent.

can also distinguish based on properties: “X
has fur’ vs “X has fur and is big”

17


https://nlp.biu.ac.il/~ohadr/bert/demo?text=---+is+something+that+the+bears+are+good+at+.&word1=bark&word2=smelling

1 of 4 : concept knowledge in neural LMs

3
untuned model “neural language representations still only learn
associations that are explicitly written down">,
Tokans: [OLS] °"°'V‘”s’ even after being explicitly trained on a knowledge
All Results: graph of objects and affordances.

1: teeth - 34.521595%

Human ROBERTA-L
: fangs - 15.836702% Context Response PF | Response ppy
: wings - 5.113015% Everyone fur 27 teeth .36
knows that a claws 15 claws 18
: horns - 4.042341% bear has teeth 11 eyes 05
_ . cubs 7 ears 03
: claws - 3.797797% paws 7 horns 02

: eyes - 3.060219%
tlegs - 2.741149%

- fur - 1.6536
- ears - 1.173016%

[3] Bar llan demo., as of 2021 : [4] Weir et al., 2020
link [5] Forbes et al., 2019

0 00 N O OO B2 W N

“Perceptual or visual concepts such as smooth,jcan’t
be learned from text alone”4, ) .
ed on properties: “X

has fur’ vs “X has fur and is big”


https://nlp.biu.ac.il/~ohadr/bert/demo?text=---+is+something+that+the+bears+are+good+at+.&word1=bark&word2=smelling

2 of 4 : multi-relational & visual knowledge in neural LMs ¢/7

[1] (again, untuned is bad)
AllenNLP demo GPT2, as of 2021 : link

®

ICEWATER

autoregressive model?
(GPT fine-tuned on ConceptNet)

bathroom
cabinet
refrigerator
backpack
kitchen

is located at

hold liquid

2 hold water
is capable of e

water bottle

~

contain liquid
keep you hydrate
contain water

full of water
full of liquid
empty

very heavy
cold

has the property

promising knowledge

[2] COMeT demo., Bosselut et. al, 19
as of 2021: link


https://mosaickg.apps.allenai.org/comet_conceptnet
https://demo.allennlp.org/next-token-lm

2 of 4 : multi-relational & visual knowledge in neural LMs ser

yellow
black

black and white autoregressive model?
male

has the property

crow

color

“Do not handle mutual exclusivity well and suffer
from frequency bias (in general the outputs may

be incoherent or inconsistent) "4,

‘@ “Perceptual or visual concepts still hard to learn”?,
YELLOW CROW

[1] AllenNLP demo GPT2, as of A CRE ATIVE AGENC Y 20

2021 : link



https://mosaickg.apps.allenai.org/comet_conceptnet
https://demo.allennlp.org/next-token-lm

“Learn Perceptual or visual concepts”4,

Task: Generate events before, after and intents at present given an image, and a description of the event
in the image, and a plausible scene/location. Uses visual and language transformer.

Swim towards Sense his

the statute.

own death.

Notice water
washing in.

PO LA R R R R R RLEREERNERRERENLNENLERLERRERERLLLELLELRLRR)]

Event: [Person2] is holding onto a bronze statue
while waves of water crash around him.
Place: Inside a sinking ship

Because Person2
wanted to ...
Wait for help Hold on for
to arrive. his life.
Save himself from
drowning.

After Person2
will most likely ...

Scream for
help.

Be washed away.

[6] Park et al., ECCV 2020
https://visualcomet.xyz

21



“Learn Perceptual or visual concepts”4,

Task: Generate events before, after and intents at present given an image, and a description of the event
in the image, and a plausible scene/location

‘ Great start, future models could make fewer assumptlons

Output can still be inconsistent and incoherent.

Person2

E Event: [Person2] is holding onto a bronze statue E
while waves of water crash around him. 2
E Place: Inside a smkmg ship

Because Person2 After Person2
wanted to . will most likely ...
“sensehis Wait for help Hold on for i
\own deathy.{ o to arrive. his life. a::;: or
- [6] Park et al., ECCV 2020 -

https://visualcomet.xyz




3 of 4: neural LMs for CSKG completion

Commonsense Knowledge Mining from Pretrained M-~ -

Joshua Feldr--~

ave been @
L

Candidate Sentence S; log p(S;)

—5.7

“musician can playing musical instrument”
“musician can be play musical instrument”

:music.ia.n often piay m °‘i’i O\Ne\’ er, (B
a musician can play a m '\bU“ on

(distf
Example of = _.aung candidate sen-

Several enumerated sentences for the
(musician,

ally simni

Table 1:
tences.
triple

instrument).

CapableOf, play musical
The sentence with the highest log-
likelihood according to a pretrained language model is
selected.

enel
s can Q\ar put facty

Language Models as Knowledge Bases?

Fabio Petroni' Tim Rocktiischel'? Patrick Lewis> Anton Bakhtin!
Yuxiang Wu'? Alexander H. Miller' Sebastian Riedel'?
'Facebook AI Research
2University College London

Memory

Ay

DANTE =~ se—

Query Answer

(DANTE, born-in, X)

Symbolic

=
Memory Access FLORENGE

born-in

us
\\ y \N"Oﬂg) 1) FLORENCE

“Dante was born in [MASK].”

Y
Neural LM
> Florence
Memory Access

Figure 1: Querying knowledge bases (KB) and lan-
guage models (LM) for factual knowledge.

e.g. ELMo/BERT

23



4 of 4: fusing multiple CKGs

e Entity linkage: linking multiple taxonomies online is a massive, unsolved task.
) Toe.

He® e @9? 29
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4 of 4: neural LMs to fase use multiple CKGs

Entity linkage: linking multiple taxonomies online is a massive, unsolved task.
Attention: need to first retrieve relevant subgraph.
Multi-task learning: scalable, and embeds knowledge (e.g., UNICORN)

KNOWLEDGE GRAPH SociALIQA _--._ Entire KG (verbalized triples) is learned to
ATOMIC 750 7 complete as a task. So model trained on
CONCEPTNET 743 QA as well as KG prediction task.

BOTH 74.8

single task 738  <--<_ NoKG, model only

trained on QA task

UNICORN on RAINBOW: A Universal Commonsense Reasoning Model on a New Multitask Benchmark, Lourie et al., AAAI 2020

25



Pros/cons of using neural over symbolic KGs

Knowledge KG KG Fuse use
acquisition completion correction multiple KGs

Pros:

1. Real tasks/ queries representation space might be different, and it is difficult to
align with the representation space/ or query the KG.

2. Typically, KGs do not come with context. This makes the KG lookup even more
difficult. For example, things break when they fall but soft things do not.

26



Pros/cons of using neural over symbolic KGs

Cons:

1.

Symbolic KGs are more interpretable and easily debuggable, but neural
models are hard to probe.

Promising direction of multi-task learning for using multiple KGs, but more work
Is needed.

LMs can generate fictitious facts-- this requires more work. e.g., grounding the
knowledge to an established source such as Wikipedia.

More work is required (BOTH in symbolic and neural) to acquire perceptually
grounded/ unmentioned knowledge, e.g, visual COMeT with fewer assumptions
in the input -- and we need to make the output more consistent.

27
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Can CSK help neural models

[ d 1 ] Is it safe to turn left? Yes
RO b u Stn essS Can one safely turn left? No
Would it be safe to turn left? No

Generating adversarial examples
guided by commonsense know|edge[d2] Would turning left considered safe in this picture? Yes

Explainability' %"
Using attention map generated by a QA
model (top right) to identify relevant
components of a scene graph'®*

What room is this?
A Living room

(Why?
Because I can see:
A sofa along the
[d1]: Cycle-Consistency for Robust Visual QA, Shah et. al 2019 o koo o

[d2]: AdvEntuRe: Adversarial Training for Textual Entailment with table.

Knowledge-Guided Examples, Kang et. al 2018

[d3] Generating Natural Language Explanations for Visual QA
Using Scene Graphs and Visual Attention, Ghosh et al., 2018
[d4] Visual Genome: Connecting Language and Vision Using

Crowdsourced Dense Image Annotations, Krishna et. al, 2016




Can CSK help neural models

Limited training data Difficult to find training data for all types of scenarios,
esp. rarely mentioned rules and facts

Inject commonsense knowledge

= oY Are shiny surfaces typically hard?
to compensate for limited training data

What’s bigger the moon or a wolf?
If I put my socks in the drawer,
will they still be there tomorrow?

symbolic symbolic query,

Extract tl’ip'eS representation N matching reqd
\;v and organize . - . R

.
oy - S \
IS 0o _ o % ~
LN} - knowledge o
| triple(s) retrieved

decode query
relevant knowledge

.- Train to fill

missing word)
etc.

embed symbolic query,
-~ auto matching

neural
representation of
encoded knowledge
in the hidden layers

[d5]: Tandon et. al 2018 : ProStruct
[d6]..[d10]: upcoming slides



Injecting commonsense knowledge into DL models

injection method / \

scorlng
attentlon

multitask learning augmented input

rules

free-form triples
canonical triples
verbalized tripes

sentences
paragraphs

commonsense knowledge

preconstructed KG
on-the-fly generated KG

31



player ball

He charges forward.
2 | And makes a big leap.

K] He made a basket.

action encodings

player ball

. . augmented
3 /_\ multitask learning attention input

free-form triples

tuple, rules
loss penalty

e During beam search decoding to find globally consistent
results, probability mass moves away from implausible states.
e Model has seen insufficient data to learn these correlations,

S0 use commonsense to steer away from unrealistic states.
e P(n! | e;, topic) —

Things cannot move if they Ball will be destroyed at step

don’t exist yet 2 (less likely)

3 rules from KB

SUMO ontology

32

Reasoning about Actions and State Changes by Injecting Commonsense Knowledge, Tandon et al EMNLP 2018




Multiple ) —— "

W CO2: moved, destroyed 7

- Sugar: eFe‘;%ed

/ IR,
‘Paragraph 2

paragraph

Oygen

CO2: smeved, destroyed Problem: consistency
_- Sugar:epeate’d moved Inconsistency!

m = CO02: moved, destroyed

Sugar: created

-

Adds consistency loss across paragraphs (derivable from a CKG of paragraphs) while training an end2end model.

.......

Predicted Gold state changes "'..‘
: c02 W A
state changes T
A batch for 52 M [—
o 3 D Cc D M
group X, 91 ° = Label loss: Lsup
CO2 Sugar Oxy  Water
s1 M M yl
82
X1 Bl p ([ c  c |
: +
?2 f y
CO2 Sugar Oxy. Water Sunl summary ot y;
x> st M M CO2 Sugar Oxygen Water
L :; ) 3 c ; T w0 c cC MD —
2 Pi ~ Leon (@2, 91|
x CoZ Sugar Oxy._ Sunl summary of ¥, Consistency
k :; = M | CO2  Sugar Oxygen Water Sunlight loss:
MD M c D M _
$3 D D . . con
Lcon@kf yl)
1 summary of Vi
be CO2 Sugar Oxygen Sunlight
Ky D c M.D - ;
back-propagate combined loss ot 33

Be Consistent! Improving Procedural Text Comprehension using Label Consistency. Du et al NAACL 2019



There is a recent thrust towards unstructured entity specific
sentence KGs. It resolves the IR issues, and text can represent

more complex commonsense knowledge.

B \KG (sent)

sentences

1. Example generics about “tree” in GENERICSKB

Trees are perennial plants that have long woody trunks.
Trees are woody plants which continue growing until they
die.

Most trees add one new ring for each year of growth.

Trees produce oxygen by absorbing carbon dioxide from the
air.

Trees are large, generally single-stemmed, woody plants.
Trees live in cavities or hollows.

Trees grow using photosynthesis, absorbing carbon dioxide
and releasing oxygen.

Q: What can help alleviate global warming?
ﬂ Multiple-Choice CSR

(reason w/ question+choice)
Open-Ended CSR (A) air cooler (B) fossil fuel
(reason w/ question) (C) renewable energy (D) water

4

.E a large text corpus of commonsense facts

Carbon dioxide is the major greenhouse
Mult-Hop gas contributing to global warming .
Reasoningl

% Trees remove carbon dioxide from the
i atmosphere through photosynthesis .

Output: renewable energy, tree, solar battery, ...

a ranked list of concepts as answers.
Figure 1: We study the task of open-ended com-
monsense reasoning (OpenCSR), where answer candi-
dates are not provided (as in a multiple-choice setting).
Given a question, a reasoner uses multi-hop reasoning

over a knowledge corpus of facts, and outputs a ranked
list of concepts from the corpus.

GenericsKB: A knowledge base of generic sentences. Bhakthavatsalam et al. arxiv 2020 https://arxiv.org/pdf/2005.00660.pdf
Differentiable Open-Ended Commonsense Reasoning , Lin et al. arxiv 2020 https://arxiv.org/pdf/2010.14439.pdf
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/—\ augmented
’1‘ l}t ;I =
) input

=
KG

On the fly KG “generation” is another recent direction. When the KG is augmented to the input, QA performance boosts.

RQ1. St-Graph Generation : « bright *
\ skies ) 777
Context: | QA pairs: . w4 donidy §
: : _
Sunlight strikes : Q1: What helps st imminently? : " skies !
H & . . : . .
CthfOphy". : Al: brlght skies ; . _V_ . .;~ T
Sunliaht trapped —»: Q2: What hurts st imminently? e R S
9 PREC e | & Ao cloudy skies P more '
Situation (st): : Q3: What's helped eventually ? | “sunllght': e
more sunlight A3ta"erpla"ts ___________________________ JREPTIaSE '.' taller\‘.
' plants ,
. 4

35

EIGEN model. Rajagopal et al. arxiv 2020



augmented
input

On the fly KG “generation” is another recent direction. When the KG is augmented to the input, QA performance boosts.

RQ2. Example QA End-Task : Dkt
Context  Situation [c] = storm  End [e]= smaller rocks .
o _— c’s influence
FA 0N 5
RPN ‘w'-'_-\ on e?
' . ! Y !
® Yl © Vi e
- -- Al — --
i A

«“a? S’

36
EIGEN model. Rajagopal et al. arxiv 2020
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Commonsense for Interactive learning (LeapOfThought)

inference time (current models make mistakes that can be corrected)

Ask the Al a yes/no question
Does a whale have bellybutton?

Al answer: no

I o B oS

' ¢

Ask the Al a yes/no question
Does a whale have bellybutton?

Add rules to teach the Al if it answered incorrectly!

Whale is a mammal.

Al answer: yes

I o I yes

38


https://leap-of-thought.apps.allenai.org

Commonsense for Interactive learning (LeapOfThought)

inference time (current models make mistakes that can be corrected)

-+ Clearly shows that models will lack CSK and will benefit from having it.
- Model throws away the valuable user feedback after using locally.
- (risk) Model may learn false or fake information if the user tricks it.

Leap-Of-Thought: Teaching Pre-Trained Models to Systematically Reason Over Implicit Knowledge, Talmor et al , NeurlPS 2020
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https://leap-of-thought.apps.allenai.org

Generating required commonsense on the fly by querying LM

Question Generation: Answer Generation:
Because Brett found an internship while PRI Because Brett found an internship while
in college but Ian was unable to, (Ian) found Q J’\ the internship? in college but Ian was unable to, found
a job less quickly after graduation. — - g ————— ajob less quickly after graduation.
What is the purpose of \ % LIYI/ ! What is the purpose of the internship?
o The purpose of the internship is
. -
What is the purpose of | [
The purpose of is @ \0\25 g . “ LM
N dp
go W
Question & - e -
At Pratives The purpose of the internship is to help people find jobs. |
Fd s m\ N :
CUrLS
N

Because Brett found an internship while in college but Ian was unable to, Brett found a job less quickly after
graduation. The purpose of the internship is to help people find jobs.

Because Brett found an internship while in college but Ian was unable to, Ian found a job less quickly after
graduation. The purpose of the internship is to help people find jobs.

Because Brett found an internship while in college but Ian was unable to, Brett found a job less quickly after |
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Unsupervised Commonsense QA with Self-Talk, Shwartz et al EMNLP 2020




One model that solves multiple commonsense tasks

TRANSFER aNLI CoSMOSQA HELLASWAG PIQA SoCIALIQA WINOGRANDE

multitask 78.4 81.1 81.3 80.7 74.8 12.1
fine-tune 79.2 82.6 83.1 82.2 192 78.2
sequential 79.5 83.2 83.0 82.2 75.5 78.7
none 77.8 81.9 82.8 80.2 73.8 77.0

UNICORN on RAINBOW: A Universal Commonsense Reasoning Model on a New Multitask Benchmark, Lourie et al., AAAI 2020
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Neural helps symbolic Summary

Contextual, plug-n-play, hard to interpret Part-II

Neural methods can help with:

L symbolic
Knowledge acquisition .
) representation
KG completion
KG correction ! °
Fuse use KG ® o . ° ®
Oe _ o ..
Future research directions: I
- multitask learning with multiple KGs A
- output needs to be faithful ~~Neoram~, | I i~ symbolic =
- making model output coherent ' helps L I+ helps
“-symbalic--* | '~--neural -

High level overview
of neural LMs

tour de Neural Language models

Task: typing assist|

Bidirectional ’Autoregressive | =)= b
=== | Encoder Decoder L —1
RN 'Y _1L_| _
o atend _

L

Symbolic helps neural

Various ways to inject CSK

CSK can help with:
Robustness
Explainability
Limited training data

Future research directions:

- topic specific paragraph KGs

- interactive learning with CSK

- multitask learning unified models
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