
Other Decompositions
-

REIAL

RESCAL decomposition is a combination

of Tucker 2 and INDSCAL
,

that is
,

it is

a Tucker 2 decomposition with
symmetric

frontal slices
.

1×1×4
Given IEIR and REIN

,

RESCAL is

It[1G ;
A

,

A
,

N

L⇒TqxAGr

At
,

where AHR
'M

and EelR*R×k
.
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We do not necessarily require
that

the frontal slices of I are symmetric .



To
compute

RESCAL
,

consider the

mode - 1 matricizqtioh :

In ,=AGa
,

11×01-5
.

Like WDSCAL
,

we have A twice
.

One

solution here is to
"

fix
"

the right
. hand

A and only update the left
- hand A

.

If Tk are not
symmetric ,

this alone can

yield
sub . optimal results

.

To make

the updated A to work also with

Tea
, ,

we replace Ten
,

with [ I T.ttata.tk#T
.

This
gives

M .

AHU * QATHF

with Y=[ ITITATI '  
-

ttiif and

H=[ G. GIG
. GI . i.

G. GET
,

with update

rule

A= Y (Hla .
@ AT)+

=L EntidtrGFHNTAGRDKY'dBr+CrD+

with Ba=GKATAGF
'

and Cpi GTATA Gk



To update the core
,

we update

each frontal slice thereof

GeargmoienllvecCTD-tt0AlvedGdHgivingveeCGD-tt@AltveclTbf.T

his still

requires computing a pseudo
- inverse of

a big matrix ( A @ A)
.

We can reduce

the
computation

With
a skinnyQI

decomposition of A
.

Let A=QU
,

where QGIRKR is column -

orthogonal and

µelRR×R is upper
-

triangular.

It should

be noted that
every

matrix has a

QR decomposition
.

We now have

HTR
'

AGKATIKHTP -

QUGNUTQTH

HIQTTRQ
- U Gmt 11

which is optimized by

vectgflvoultvedQTTRQ )
.



RESCAL can be used when we
want

to model non .

symmetric
data with DEDKOM

type decomposition
. Using the AGHA

'
'

model

provides an

"

information flow
"

from
mode 1

to mode 2 and Vice versa
.

For example
,

if we have ( s
, p

,

o ) data
,

we can assume

that subjects and objects come from

the same set of entities
,

and there

should be
just

one factor matrix for

them
.

But AAT is
symmetric ,

while most

predicates are not ( B President Of
,

Bsouof
,

... ) .

If we have resolved the predicates in a

surface ( up , up , np
) tensor ( so that we have a

( up , p , np ) tensor )
,

we can decompose it

with RESCAL to obtain G. p ,o ) core -6 and

A :

np
→ No

.



DEDICOM
-

DEDICOM decomposition is

a matrix decomposition that

is equivalent to a frontal
slice ofRESCAL :

T = AGAT
.

Like RESCAL
,

DEDKOM can
be

used to model
asymmetric

relations between entities
.

The theyDEPICT adds

weights fon each
entity factors

participation in each
position in

the third mode
.

For example ,

if we have countries - by . countries -

by - time tensor IER
"×k

,

where

Aijh
has the value of trade

from country i to
country j



at time point
k

,

3- way
DEDICOM

adds information on
how much does

a

country factor a→i act as a seller

or buyer
at time k

.

Each frontal slice of a 3-
way

DEDKOM is

TiADµGDkAt

,

where A and G are as in the matrix

ease
,

and D- is an RXRXK tensor such

that each frontal slice D
,

is diagonal.

(D.) rr= d. rk
is the

weight of a factor

r at time k
.

EtIIaE¥¥E#eE¥¥E# Et

Where RESCAL decomposes each relation

separately using Gk
,

DEDKOM assumes

there is only one (potentially asym
-



metric ) relation encoded in G
,

but

that the participation to that

relation varies over time
.

CompetingDEDKOM : ASALSAN
- -

-

.
.

.

.

- .

Given IEIR
" " "

and REIN
,

in

DEDKOM we want to find

AEIR
'M

,

D- EIPYR
"

; and Ge lRr×R

that minimize

t.EU

Th

-

ADkGDh

At 11

.

ASALSAN ( alternating simultaneous

approximation
,

least
squares ,

and

Newton ) uses the methods in the

name for
optimizing different

factors .

As with RESCAL
,

PEDKOM has matrix

A on both sides
,

and ASALSAN cases



similar approach handle it : it stacks

pairs

Taff

to
get

Y=[ T
,

TI
.  -

-

tat

I ]
.

The
error function becomes

HY -

AH (1st
,

@ At ) "

with

H=[ D. GD
.

DNGTD
,

"  '

DKGDK DkGTDk]

Similarly to RESCAL
,

we fix
the

right
A and update

A  ← (§n (

TKADKGTDKttIAD¢GDk))h§edBr+Ch))
"

where

Bn=DrGDktttA)DhGtDkTCn=DnGDkttts)DpGDµ

"
Matrix G we can update using

the

vectorized representation



Tn

⇐argmdlEYETHIIY.tt?IedaH

G
T

R

Finally
,

to update D-
,

we can update

each
frontal slice separately

,
having

only R unknowns
.

As there doesn't

seem to be
any easy

closed .

form

Solution
,

ASALSAN uses the Newton 's

method
.

PARATIK2PARATUCKL
(

portmanteau of PARAFAC

and Tucker 2) generalizes DEDICOM

to allow different factors
on the

right
. hand side :

The ADrGDpBt
,

Where A
,

D-
,

and G are as in DEDKOM
.



Tensortrainltltdecompositrogiven

a tensor IEIR
' # *

 " ×w

,

the

if( or TT ) decomposition has

N 3-
way factor

tensors G-
' n'

elprnnxrnxln
,

Where Ro=Rw=7
,

and the reset are model

parameters (
"

TT rank
"

) R
. ,

Ra.

,
Rm .

TT

expresses
an element

of I as a product

of the frontal slices of Em 's :

tin
...
.ee#d?aiidiY

ur .

Notice that this is a scalar as Gilner

and Gale IRRM
"

. Writing
the products

open ,

we have

t.ir#=EnEiiEtEiEearirI?IYiIYkiii.i..p

For a 3 -

way fensor
,

this simplifies to

tight §ng§
,

Alp,

i ) Gdp
, q , j )Bkq

,

k )



where

AEIRP
"

,

G- e
lRP×9×

'

,

and

Bepitxk'ET¥Ti¥k¥¥#AEH

Let's consider an example : Let Ielti
" *

be such that
tipiitjtk for all o

,
yj

,

and

k
.

Define A
,

-6
,

and B so that

Ali
, :)=li 1) Gj=µj 9) Bl ;k)=fk )

.

Now

tight lip ( ft )
the )=( itj

1) ( fig ) = itgtk .

Tensor I has 60 elements
,

while the

tensor train has
only 3.2+4.22+5.2=32

.

In general,

TT can express an lxlx..x1_

tensor with IN elements with
N

I . N .
R2

elements
,

where R=nEqxRn
.



This number R=mn?qxR~ is called

the ( maximal ) TT - rank
.

TT allows certain operations to be

effective for tensors stored in the

TT .

format . If I and 5- are such that

tereiditds's GYI and
sii . ii.

H 'll . '  
. HE

,

then U_ =

Its has TT decomposition to

Finn
'

= (
6¥

µ ;D ln=2,

...

, up

His = lot And )

Fatten

If the TT . ranks of I are RF
,

RF
,

...

,

and

of 1 are Rit
,

R 's

,

...

,

then for
Y they are

RI + th
,

R±a+RI
,

...

.

Similarly for the Hadamart ( element .

wise ) product we have that



k = I*£ ⇒ Flinn'= diY@HeMn.net... ,n

To see this
,

notice that

ui.i.int#.iEDlHYittiI)=ldeP...GYlotHii
'

'
.  

.

HY
'

)

daiisottii 'll # OH:D .it#oHiiY
.

Hence
,

R÷= RIRE
.

Loapdting -theII

The basic algorithm for computing

the TT
decomposition within

any

accuracy
E is the TT - SVD

.

Given I
,

it

finds I that has the smallest possible

ranks RI such that

III. Ill EEHIH
.

The algorithm is based on computing SVD

to obtain unfolded G 's
.



TTII.ee

)

8 ← ECN - Fall Ill

I ← I
;

J ←

lilstn ;

Rodtorn =3 .

.
.

,

N

dos
← reshape ( I

,

Rmtn
,

JH Rmln ))

( U
,

E
,

✓ ) ← SVD ( S )
dense ,pRm×hxRn

Rn←argminr{EYYrYYq?<

8}
4

Em ← reshape ( Ulin : Rn )
,

Run
,

In
,

Rn )

5- ← Evt

J ← JRn/l In that

end

GM ← 5-
.

return IE
" '

,

En
,

...

,G÷

N
. D

.

Here Gi
" '

EIRR
"

" n×Rn

,

andyzthixthxln
.

Applications-0.fII

TT is not (often ? ) used for data

analysis as such
,

as it lacks
easy



interpretation of the
"

cars

"

6±
,

Gm
,

...

It is
,

however
, commonly

used to

reduce the number of free parameters

in different machine learning applications .

The parameters can also be stored in a

matrix : we can

"

fold
"

it into a tensor

and then
apply TT

.

TT
can also be

applied to the core sensor

of the Tucker decomposition
, if we want

to
compress

it more
.



INDIA

( ORCONDIA (
core consistency diagnostic) is

not a tensor factorization per se
.

Rather
,

it's a method for selecting the rank

in a
CP decomposition

,

or
, alternatively

,

for deciding between CP and Tucker }
.

The idea of CORCONDIA is to use the

fact that CP is a special case of Tucker
.

Given I
,

we can first compute
CP IA

,
B. It

and then use these as the factor

matrices for
Tucker )

,

and
find the

Core tensor G- as

G- ← ( A @ Boat vec
( I )

Now ( ORCONDIA statistic measures

how
diagonal E is

CORCONDIA  = Ioof - Eiden )



Here

I light f.iotnieiowitfe

( ORCONDIA statistic
gives

Us an

indication how good a model rank
- R

( P is for the data
.

The statistic

assumes values from
to ,1oo]

,

and

small values indicate a bad match
.

Usually ,

values less than 50 indicate

some problems .

That's

allfolks !


