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Given two formulas ¢ and v, ¢ entails 1), or ) is a consequence
of ¢, written ¢ = v, if for any algebra .4 and assignment 3, if
A, B E ¢then A 5 = .

The formulas ¢ and v are called equivalent, written ¢ H 1, if

¢ Epandy | ¢

Two formulas ¢ and v are called equisatisfiable, if ¢ is satisfiable
iff ¢ is satisfiable (not necessarily in the same models).

The notions of “entailment”, “equivalence” and “equisatisfiability”
are naturally extended to sets of formulas, that are treated as
conjunctions of single formulas.
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Clauses are implicitly universally quantified disjunctions of
literals. A clause C is satisfiable by an algebra A if for every
assignment S there is a literal L € C with A, 3 = L.

Note that if C = {L4,..., L} is a ground clause, i.e., every L; is a
ground literal, then A |= C if and only if there is a literal L; in C so
that A = L;. A clause set N is satisfiable iff all clauses C € N are
satisfiable by the same algebra .A. Accordingly, if N and M are
two clause sets, N = M iff every model A of N is also a model of
M.
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3.3.1 Definition (Substitution (well-sorted))

A well-sorted substitution is a mapping o : X — T(X, X) so that

1. o(x) # x for only finitely many variables x and
2. sort(x) = sort(o(x)) for every variable x € X'.

The application o(x) of a substitution ¢ to a variable x is often
written in postfix notation as xo. The variable set
dom(c) ;= {x € X | xo # x} is called the domain of o.
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The term set codom(o) := {xo | x € dom(c)} is called the
codomain of o. From the above definition it follows that dom(o) is
finite for any substitution o. The composition of two substitutions
o and 7 is written as a juxtaposition o7, i.e., tor = (to)r.

A substitution o is called idempotent if o = o. A substitution o is
idempotent iff dom (o) N vars(codom(c)) = 0.

Substitutions are often written as sets of pairs
{x1 = t,...,Xn—= ty} if dom(c) = {x1,...,xn} and xjo = {; for
everyiec{1,...,n}.
The modification of a substitution o at a variable x is defined as
follows:

ot ify=x
o= 1) = { o(y)  otherwise
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A substitution ¢ is identified with its extension to formulas and
defined as follows:

1.

© N Ok LD

(f(ty,...,th))o = f(to,..., tho),

(P(t, th))o = P(t10',...,tn0'),

(s~ t) (Sa ~ to),

(—¢)o = ~(¢0),

(potp)o = ¢o opo where o € {V, A},

(Qx¢)o = Qz(¢po[x — z]) where Q € {V,3}, z and x are of
the same sort and z is a fresh variable.

The result to (¢po) of applying a substitution ¢ to a term t (formula
¢) is called an instance of t (¢).
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The substitution ¢ is called ground if it maps every domain
variable to a ground term, i.e., the codomain of o consists of
ground terms only.

If the application of a substitution o to a term t (formula ¢)
produces a ground term to (a variable-free formula,

vars(¢o) = (), then to (¢0o) is called ground instance of t (¢) and
o is called grounding for t (¢). The set of ground instances of a
clause set N is given by

grd(X,N) = {Co | C € N, o is grounding for C} is the set of
ground instances of N.

A substitution o is called a variable renaming if codom(c) C X
and for any x,y € &, if x # y then xo # yo.
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3.3.2 Lemma (Substitutions and Assignments)

Let 5 be an assignment of some interpretation A of a term f and
o a substitution. Then

B(to) = B[x1 = B(x10), ..., Xn = B(Xno)](1)

where dom(o) = {x1,..., Xp}.
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Firstly, we define the classic Herbrand interpretations for formulas
without equality.

3.5.1 Definition (Herbrand Interpretation)
A Herbrand Interpretation (over ¥) is a ¥-algebra # such that
1. 8" .= Tg(X) forevery sort Se S
2. f1:(sqy,...,80) — f(S1,...,8n) where f € Q, arity(f) = n,
S € 8,7“ and f: Sy x ... x S, — S s the sort declaration for f
3. PH C (St x...x S}t) where P € I, arity(P) = m and
P C Sy x...x Sy isthe sort declaration for P
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3.5.2 Lemma (Herbrand Interpretations are Well-Defined)
Every Herbrand Interpretation is a ¥-algebra.
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3.5.3 Proposition (Representing Herbrand Interpretations)

A Herbrand interpretation .A can be uniquely determined by a set
of ground atoms /

(s1,...,8n) € PA iff P(sy,...,8p) €l
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3.5.5 Theorem (Herbrand)

Let N be a finite set of X-clauses. Then N is satisfiable iff N has
a Herbrand model over X iff grd(X, N) has a Herbrand model over
Y.
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Orderings

Propositional superposition is based on an ordering on the
propositional variables, Section 2.7. The ordering is total and
well-founded. Basically, propositional variables correspond to
ground atoms in first-order logic.

This section generalizes the ideas of the propositional
superposition ordering to first-order logic. In first-order logic the
ordering has to also consider terms and variables and operations
on terms like the application of a substitution. See the first-order
resolution calculus.

| first define the ordering on terms and then explain how it is
extended to atoms.
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3.11.1 Definition (X-Operation Compatible Relation)

A binary relation J over T(X, X) is called compatible with
Y -operations, if s 1 s’ implies

f(t1,...,$,...,tn) ] f(t1,...,S’,...,tn)
forallfe Qands, s’ tie T(X,X).

3.11.2 Lemma (X-Operation Compatible Relation)

A relation T is compatible with Z-operations iff s 7 s’ implies
t[slp T t[s]p forall s,8',t € T(X, X) and p € pos(t).
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3.11.3 Definition (Substitution Stable Relation, Rewrite

Relation)

A binary relation T over T(X, X) is called stable under
substitutions, if s 1 §' implies s 1 s'o forall s,s' € T(¥,X) and
substitutions o.

A binary relation T is called a rewrite relation, if it is compatible
with X-operations and stable under substitutions. A rewrite
ordering is then an ordering that is a rewrite relation.
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3.11.4 Definition (Subterm Ordering)

The proper subterm ordering s > t is defined by s > tiff s[p =t
for some position p # € of s.

3.11.5 Definition (Simplification Ordering)

A rewrite ordering > over T(X, X) is called simplification
ordering, if it enjoys the subterm property s - t implies s > t for
all s,t € T(x, X) of the same sort.
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3.11.6 Definition (Lexicographical Path Ordering (LPO))

Let X = (S,Q, M) be a signature and let > be a strict partial
ordering on operator symbols in €2, called precedence. The
lexicographical path ordering -, on T(X, X') is defined as
follows: if s, t are terms in Tg(X, X') then s >, £ iff

1. t=x€ X, x € vars(s)and s # t or

2. s=1(s1,...,8n), t=9(t,...,tn) and

2.1 sj = tforsomeic {1,...,n}or

2.2 f-gands - tiforevery je {1,...,m}or

2.3 f=g,8>p tiforeveryje {1,...,m} and
(S15---+8n)(>ppo)iex(ts, - -, tm)-
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3.11.7 Theorem (LPO Properties)
1. The LPO is a rewrite ordering.

2. LPO enjoys the subterm property, hence is a simplification
ordering.

3. If the precedence - is total on Q2 then -, is total on the set of
ground terms T(X).

4. If Q is finite then -, is well-founded.
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3.11.9 Definition (The Knuth-Bendix Ordering)

Let © = (S,Q,N) be a finite signature, let - be a strict partial
ordering (‘precedence”) on Q, let w : QU X — R* be a weight
function, so that the following condition is satisfied:

w(x) = wp € R for all variables x € X'; w(c) > w, for all
constants ¢ € €.

Then, the weight function w can be extended to terms
recursively:

w(f(tr,... 1) = w(f) + > w(t)

1<i<n
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3.11.9 Definition (The Knuth-Bendix Ordering Ctd.)

or alternatively

Swit) = 3 wx)-#x 1)+ S w(h) - #(F.1)

xevars(t) feQ

where #(a, t) is the number of occurrences of ain t.
The Knuth-Bendix ordering >=po on T(X, X') induced by > and
admissible w is defined by: s =y, t iff

1 #(x,s) > #(x, t) for all variables x and w(s) > w(t), or

2 #(x,8) > #(x, t) for all variables x, w(s) = w(t), and
(@) s=f(s1,...,8m), t=9(t,...,t;),and f = g, or
(b) s=f(s1,...,8m), t=Ff(t,...,tn), and

(31 P Sm)(*kbo)lex(th ceey tm)-
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3.11.10 Theorem (KBO Properties)
1. The KBO is a rewrite ordering.

2. KBO enjoys the subterm property, hence is a simplification
ordering.

3. If the precedence > is total on Q then =, is total on the set
of ground terms T(X).

4. If Q is finite then =g, is well-founded.
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The LPO ordering as well as the KBO ordering can be extended
to atoms in a straightforward way. The precedence >~ is extended
to M. For LPO atoms are then compared according to

Definition 3.11.6-2. For KBO the weight function w is also
extended to atoms by giving predicates a non-zero positive
weight and then atoms are compared according to terms.

Actually, since atoms are never substituted for variables in
first-order logic, an alternative to the above would be to first
compare the predicate symbols and let - decide the ordering.
Only if the atoms share the same predicate symbol, the argument
terms are considered, e.g., in a lexicographic way and are then
compared with respect to KBO or LPO, respectively.

November 19, 2018 187/91

T LR
inf ati




	folsem.pdf
	folord.pdf

