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1.5 Indu
tion

More or less all sets of obje
ts in 
omputer s
ien
e or logi
 are de�ned indu
-

tively. Typi
ally, this is done in a bottom-up way, where starting with some

de�nite set, it is 
losed under a given set of operations.

Example 1.5.1 (Indu
tive Sets). In the following, some examples for indu
-

tively de�ned sets are presented:

1. The set of all Sudoku problem states, see Se
tion 1.1, 
onsists of the set of

start states (N ;>;>) for 
onsistent assignments N plus all states that 
an

be derived from the start states by the rules Dedu
e, Con
i
t, Ba
ktra
k,

and Fail. This is a �nite set.

2. The set N of the natural numbers, 
onsists of 0 plus all numbers that 
an

be 
omputed from 0 by adding 1. This is an in�nite set.

3. The set of all strings �

�

over a �nite alphabet �. All letters of � are


ontained in �

�

and if u and v are words out of �

�

so is the word uv, see

Se
tion 1.2. This is an in�nite set.

All the previous examples have in 
ommon that there is an underlying well-

founded ordering on the sets indu
ed by the 
onstru
tion. The minimal elements

for the Sudoku are the problem states (N ;>;>), for the natural numbers it is

0 and for the set of strings it is the empty word. Now if we want to prove

a property of an indu
tive set it is suÆ
ient to prove it (i) for the minimal

element(s) and (ii) assuming the property for an arbitrary set of elements, to

prove that it holds for all elements that 
an be 
onstru
ted \in one step" out

those elements. This is the prin
iple of Noetherian Indu
tion.

Theorem 1.5.2 (Noetherian Indu
tion). Let (M;�) be a well-founded order-

ing, and let Q be a predi
ate over elements ofM . If for allm 2M the impli
ation

if Q(m

0

), for all m

0

2M so that m � m

0

, (indu
tion hypothesis)

then Q(m). (indu
tion step)

is satis�ed, then the property Q(m) holds for all m 2M .

Proof. Let X = fm 2 M j Q(m) does not holdg. Suppose, X 6= ;. Sin
e (M;�

) is well-founded, X has a minimal element m

1

. Hen
e for all m

0

2M with

m

0

� m

1

the property Q(m

0

) holds. On the other hand, the impli
ation whi
h

is presupposed for this theorem holds in parti
ular also for m

1

, hen
e Q(m

1

)

must be true so that m

1


annot be in X - a 
ontradi
tion.

Note that although the above impli
ation sounds like a one step proof te
h-

nique it is a
tually not. There are two 
ases. The �rst 
ase 
on
erns all elements

that are minimal with respe
t to � in M and for those the predi
ate Q needs

to hold without any further assumption. The se
ond 
ase is then the indu
tion

step showing that by assuming Q for all elements stri
tly smaller than some m,

we 
an prove it for m.
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Now for 
ontext free grammars. *** Motivate Further *** Let G =

(N;T; P; S) be a 
ontext-free grammar (possibly in�nite) and let q be a property

of T

�

(the words over the alphabet T of terminal symbols of G).

q holds for all words w 2 L(G), whenever one 
an prove the following two

properties:

1. (base 
ases)

q(w

0

) holds for ea
h w

0

2 T

�

so that X ::= w

0

is a rule in P .

2. (step 
ases)

If X ::= w

0

X

0

w

1

: : : w

n

X

n

w

n+1

is in P with X

i

2 N , w

i

2 T

�

, n � 0,

then for all w

0

i

2 L(G;X

i

), whenever q(w

0

i

) holds for 0 � i � n, then also

q(w

0

w

0

0

w

1

: : : w

n

w

0

n

w

n+1

) holds.

Here L(G;X

i

) � T

�

denotes the language generated by the grammar G from

the nonterminal X

i

.

Let G = (N;T; P; S) be an unambiguous (why?) 
ontext-free grammar. A

fun
tion f is well-de�ned on L(G) (that is, unambiguously de�ned) whenever

these 2 properties are satis�ed:

1. (base 
ases)

f is well-de�ned on the words w

0

2 T

�

for ea
h rule X ::= w

0

in P .

2. (step 
ases)

IfX ::= w

0

X

0

w

1

: : : w

n

X

n

w

n+1

is a rule in P then f(w

0

w

0

0

w

1

: : : w

n

w

0

n

w

n+1

)

is well-de�ned, assuming that ea
h of the f(w

0

i

) is well-de�ned.

Exer
ises

(1.19) Prove by Noetherian indu
tion that for any n 2 N

+

: �

n

i=1

i =

n�(n+1)

2

1.6 Rewrite Systems

The �nal ingredient to a
tually start the journey through di�erent logi
al sys-

tems is rewrite systems. Here I de�ne the needed 
omputer s
ien
e ba
kground

for de�ning algorithms in the form of rule sets. In Se
tion 1.1 the rewrite rules

Dedu
e, Con
i
t, Ba
ktra
k, and Fail de�ned an algorithm for solving 4 � 4

Sudokus. The rules operate on the set of Sudoku problem states, starting with

a set of initial states (N ;>;>) and �nishing either in a solution state (N ;D;>)

or a fail state (N ;>;?). The latter are 
alled normal forms (see below) with

respe
t to the above rules, be
ause no more rule is appli
able to solution state

(N ;D;>) or a fail state (N ;>;?).

De�nition 1.6.1 (Rewrite System). A rewrite system is a pair (M;!), where

M is a set and ! � M �M is a binary relation on M . Figure 1.4 de�nes the

needed notions for !.
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Figure 1.4: Notation on !

For a rewrite system (M;!) 
onsider a sequen
e of elements a

i

that are

pairwise 
onne
ted by the symmetri
 
losure, i.e., a

1

$ a

2

$ a

3

: : : $ a

n

. We

say that a

i

is a peak in su
h a sequen
e, if a
tually a

i�1

 a

i

! a

i+1

.

C

A
tually, in De�nition 1.6.1 I overload the symbol! that has already

denoted logi
al impli
ation, see Se
tion 1.4, with a rewrite relation.

This overloading will remain throughout this book. The rule symbol

) is only used on the meta level in this book, e.g., to de�ne the Sudoku algo-

rithm on problem states, Se
tion 1.1. Nevertheless, this meta rule systems are

also rewrite systems in the above sense. The rewrite symbol ! is used on the

formula level inside a problem state. This will be
ome 
lear when I turn to more


omplex logi
s starting from Chapter 2.

De�nition 1.6.2 (Redu
ible). Let (M;!) be a rewrite system. An element

a 2 M is redu
ible, if there is a b 2 M so that a ! b. An element a 2 M is in

normal form (irredu
ible), if it is not redu
ible. An element 
 2M is a normal

form of b, if b !

�


 and 
 is in normal form, notated 
 = b# (if the normal

form of b is unique). Two elements b and 
 are joinable, if there is an a so that

b!

�

a

�

 
, notated b # 
.

De�nition 1.6.3 (Properties of !). A relation ! is 
alled

Chur
h-Rosser if b$

�


 implies b # 



on
uent if b

�

 a!

�


 implies b # 


lo
ally 
on
uent if b a! 
 implies b # 


terminating if there is no in�nite des
ending 
hain b

0

! b

1

: : :

normalizing if every b 2 A has a normal form


onvergent if it is 
on
uent and terminating

Lemma 1.6.4. If ! is terminating, then it is normalizing.
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TThe reverse impli
ation of Lemma 1.6.4 does not hold. Assuming this

is a frequent mistake. Consider M = fa; b; 
g and the relation a! b,

b ! a, and b ! 
. Then (M;!) is obviously not terminating, be
ause we 
an


y
le between a and b. However, (M;!) is normalizing. The normal form is


 for all elements of M . Similarly, there are rewrite systems that are lo
ally


on
uent, but not 
on
uent, see Figure ??. *** to be done *** In the 
ontext

of termination the property holds, see Lemma 1.6.6.

Theorem 1.6.5. The following properties are equivalent for any rewrite system

(S;!):

(i) ! has the Chur
h-Rosser property.

(ii) ! is 
on
uent.

Proof. (i) ) (ii): trivial.

(ii)) (i): by indu
tion on the number of peaks in the derivation b$

�


.

Lemma 1.6.6 (Newman's Lemma [?℄: Con
uen
e versus Lo
al Con
uen
e).

Let (S;!) be a terminating rewrite system. Then the following properties are

equivalent:

(i) ! is 
on
uent

(ii) ! is lo
ally 
on
uent

Proof. (i) ) (ii): trivial.

(ii) ) (i): Sin
e ! is terminating, it is a well-founded ordering (see Ex-

er
ise ??). This justi�es a proof by Noetherian indu
tion where the property

Q(a) is \a is 
on
uent". Applying Noetherian indu
tion, 
on
uen
e holds for

all a

0

2M with m!

+

a

0

and needs to be shown for a. Consider the 
on
uen
e

property for a: b

�

 m!

�


. If b = a or 
 = a the proof is done. For otherwise,

the situation is in more detail b

�

 b

0

 a! 


0

!

�


. By lo
al 
on
uen
e there

is an a

0

with b

0

!

�

a

0 �

 


0

. Now a

0

, b, 
 are stri
tly smaller than a, they are


on
uent and hen
e 
an be rewritten so a single a

00

, �nishing the proof.

Lemma 1.6.7. If ! is 
on
uent, then every element has at most one normal

form.

Proof. Suppose that some element a 2 A has normal forms b and 
, then b

�

 

a !

�


. If ! is 
on
uent, then b !

�

d

�

 
 for some d 2 A. Sin
e b and 
 are

normal forms, both derivations must be empty, hen
e b!

0

d

0

 
, so b, 
, and

d must be identi
al.

Corollary 1.6.8. If ! is normalizing and 
on
uent, then every element b has

a unique normal form.

Proposition 1.6.9. If ! is normalizing and 
on
uent, then b$

�


 if and only

if b# = 
#.

Proof. Either using Theorem 1.6.5 or dire
tly by indu
tion on the length of the

derivation of b$

�


.
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Exer
ises

(1.20) Prove Corollary 1.6.8.

(1.21) Prove Proposition 1.6.9 by indu
tion on the length of the derivation

without using the Chur
h-Rosser Theorem.

(1.22)� A relation ! is semi-
on
uent i�

y

1

 x!

�

y

2

) y

1

# y

2

Prove: A relation ! is semi-
on
uent i� it is 
on
uent.

(1.23)� A relation ! is strongly 
on
uent (for all x; y

1

; y

2

) i�

y

1

 x! y

2

) 9z: y

1

!

�

z  

=

y

2

Does the strong 
on
uen
e imply the following property?

y

1

 x! y

2

) 9z: y

1

!

=

z  

=

y

2

Give a proof or 
ounterexample.

(1.24) Prove that the following term rewrite system is 
on
uent:

f(g(x)) ! x

g(f(x)) ! x

f(b) ! 


b ! g(
)

(1.25) Is the rewrite system

f f(a)! f(b); f(b)! f(
); f(
)! f(a); f(x)! x g

(i) terminating, (ii) normalizing, (iii) lo
ally 
on
uent, (iv) 
on
uent? Give a

brief explanation.

(1.26) Prove or refute the following statement. There exists a rewrite system

(M;!) so that every a 2M has exa
tly two normal forms.

(1.27) Given the rewrite system

R : x+ 0! x 0 + x! x

x+ (�x)! 0 (�x) + x! 0

�0! 0 �(�x)! x

�(x+ y)! (�x) + (�y) (x + y) + z ! x+ (y + z)

x+ ((�x) + y)! y (�x) + (x + y)! y


ompute the rewrite su

essors of s = �((�x) + (y + x)) and t = ((�x) +

(�y)) + x.

(1.28)� Show that the following property holds: Let !

1

and !

2

be two binary

relations overM , so that (!

1

[ !

2

) is transitive. Then (!

1

[ !

2

) is terminat-

ing if and only if !

1

and !

2

are terminating. (Hint: Start with the assumption

that there is an in�nite (!

1

[ !

2

) 
hain.)


