
Preliminaries Propositional Logic

2.7.8 Definition (Saturation)
A set N of clauses is called saturated up to redundancy, if any
inference from non-redundant clauses in N yields a redundant
clause with respect to N or is already contained in N.
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Superposition Reduction Rules

Subsumption (N ] {C1,C2}) ⇒SUP (N ∪ {C1})
provided C1 ⊂ C2

Tautology Deletion (N ] {C ∨ P ∨ ¬P}) ⇒SUP (N)

Condensation (N ]{C1∨L∨L}) ⇒SUP (N ∪{C1∨L})

Subsumption Resolution (N ] {C1 ∨ L,C2 ∨ comp(L)}) ⇒SUP
(N ∪ {C1 ∨ L,C2})
where C1 ⊆ C2
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2.7.9 Proposition (Reduction Rules)
All clauses removed by Subsumption, Tautology Deletion,
Condensation and Subsumption Resolution are redundant with
respect to the kept or added clauses.

2.7.10 Corollary (Soundness)
Superposition is sound.

2.7.11 Theorem (Completeness)
If N is saturated up to redundancy and ⊥ /∈ N then N is
satisfiable and NI |= N.
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2.7.10 Corollary (Soundness)
Superposition is sound.
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2.7.11 Theorem (Completeness)
If N is saturated up to redundancy and ⊥ /∈ N then N is
satisfiable and NI |= N.
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δD :=


{P} if D = D′ ∨ P,P strictly maximal, no literal

selected in D and ND 6|= D
∅ otherwise
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A Recipe for Superposition
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P ≺ Q ≺ R ≺ S
N = {¬P ∨Q, Q ∨ R ∨ R, ¬P ∨ S}
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P ≺ Q ≺ R ≺ S
N = {¬P ∨Q, Q ∨ R, Q ∨ R ∨ R, ¬P ∨ S}
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Superposition with(out) the Partial
Model Operator
Superposition Left (N ] {C1 ∨ P,C2 ∨ ¬P}) ⇒SUP
(N ∪ {C1 ∨ P,C2 ∨ ¬P} ∪ {C1 ∨ C2})
where (i) P is strictly maximal in C1 ∨ P (ii) no literal in C1 ∨ P is
selected (iii) ¬P is maximal and no literal selected in C2 ∨ ¬P, or
¬P is selected in C2 ∨ ¬P
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Superposition and CDCL

Using an appropriate ordering, and model construction operator,
clauses learned by CDCL are actually non-redundant in sense of
superposition.

This section explains why.
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2.11.1 Definition (Heuristic-Based Partial Model
Construction)
Given a clause set N, a set of propositional variables M ⊆ Σ, a
total ordering ≺, and a variable heuristic H : Σ→ {0,1}, the
(partial) model NHM for N with P,Q ∈ M is inductively constructed
as follows:

NHP :=
⋃

Q≺P δ
H
Q NHM :=

⋃
P∈M δHP

δHP :=


{P} if there is a clause (D ∨ P) ∈ N, such that

NHP |= ¬D and either P is strictly maximal or
H(P) = 1 and there is no clause
(D′ ∨ ¬P) ∈ N,D′ ≺ P such that NHP |= ¬D′

∅ otherwise
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The heuristic-based model operator NHM enjoys many properties
of the standard model operator NI and generalizes it.

Lemma (NHM generalizes NI)

If H(P) = 0 for all P ∈ Σ then NI = NHΣ for any N.

So the new model operator NHM is a generalization of NI .
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With the help of NHM a close relationship between the model
assumptions generated by the CDCL calculus and the
superposition model operator can be established.

2.11.3 Theorem (Completeness with NHM )
If N is saturated up to redundancy and ⊥ /∈ N then N is
satisfiable and NHΣ |= N.

November 10, 2022 100/104



Preliminaries Propositional Logic

2.11.4 Theorem ()
Let (M,N,U, k ,C ∨ K ) be a CDCL state generated by rule
Conflict and a reasonable strategy where M = L1, . . . ,Ln. Let
H(atom(Lm)) = 1 for any positive decision literal Li

m occurring in
M and H(atom(Lm)) = 0 otherwise. Furthermore, I assume that if
CDCL can propagate both P and ¬P in some state, then it
propagates P. The superposition precedence is
atom(L1) ≺ atom(L2) ≺ . . . ≺ atom(Ln). Let K be maximal in
C ∨ K and C ∨ K be the minimal false clause with respect to ≺.
Then

1. Ln is a propagated literal and K = comp(Ln).
2. The clause generated by C ∨ K and the clause propagating Ln

is the result of a Superposition Left inference between the
clauses and it is not redundant.

3. NH{L1,...,Ln} = {P | P ∈ M}
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Theorem 2.11.4 is actually a nice explanation for the efficiency of
the CDCL procedure: a learned clause is never redundant.
Recall that redundancy here means that the learned clause C is
not entailed by smaller clauses in N ∪ U.
Furthermore, the ordering underlying Theorem 2.11.4 is based
on the trail, i.e., it changes during a CDCL run. For superposition
it is well known that changing the ordering is not compatible with
the notion of redundancy, i.e., superposition is incomplete when
the ordering may be changed infinitely often and the
superposition redundancy notion is applied.
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N = {¬P ∨Q ∨ R,¬P ∨Q ∨ ¬R}
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Furthermore, the ordering underlying Theorem 2.11.4 is based
on the trail, i.e., it changes during a CDCL run. For superposition
it is well known that changing the ordering is not compatible with
the notion of redundancy, i.e., superposition is incomplete when
the ordering may be changed infinitely often and the
superposition redundancy notion is applied.

2.11.7 Example (Superposition diverges under changed
ordering)
Consider the superposition left inference between the clauses
P ∨Q and R ∨ ¬Q with ordering P ≺ R ≺ Q resulting in P ∨ R.
Changing the ordering to Q ≺ P ≺ R the inference P ∨ R
becomes redundant. So flipping infinitely often between
P ≺ R ≺ Q and Q ≺ P ≺ R is already sufficient to prevent any
saturation progress.
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